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#### Abstract

The 3D techniques today has a wide range of applications, especially in medical and art, so it is one of the most promising technologies and important for the future. The error in disparity map and highly computational cost and execution time are the major obstacles in the applications of stereo vision to extract 3D. Catadioptric stereo system has newly acquired an increasing importance in 3D. The two captured images can be easily obtained at the same time without the need of exact multi-camera synchronization and calibration. Additionally, catadioptric system required 10 Degree Of Freedom (DOF), while stereo cameras have 16 DOF.

This paper proposed an algorithm to find the 3D information of scene by using mirror reflections of that scene. It will use the geometry of catadioptric stereo with two planar mirrors and single camera to show the epipolar constraints and estimate the fundamental matrix and the relative orientation. The proposed algorithm has three additional points to improve the previous works. First point is the calibration process obtaining intrinsic parameters; second point it will speed up execution time by using Sobel filter with vertical edge detection. Third point it will use the adaptive block size with vertical edge detection matching technique to find the disparity map. The significance of this work is reduction of the execution time and the error of the catadioptric stereo vision algorithm.
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## 1 Introduction

Optical systems combine the refracting (lens) and reflecting (mirror) elements are called catadioptric systems, these systems used to satisfy the stereo vision, where the stereo view can be captured by a single camera (catadioptric stereo) and using two or more mirrored surfaces. The catadioptric system can provide the third dimension by grabbing left and right images simultaneously, like as human's binocular vision [1].

Stereoscopic vision has an important role in many fields, such as in medicine, industrial robotics. Standard stereo vision are consist of two pinhole cameras and are generally expensive and have many difficulties in calibration, synchronization. To stand up these problems, several works in the robotics and computer vision literature have recently proposed the use of catadioptric vision sensors [2], which, combining both refracting (lens) and reflecting (mirrors) elements, so depth map of 3D object can provide in simple, compact, low cost and high speed, with small error, in order to achieve real-time performance in future depending on software solution rather than hardware solution that requires high cost and complicated design.

Several planar catadioptric sensors have been designed and implemented. 3D reconstruction of object had been obtained by using single planar mirror and pinhole camera, disparity map of the scene calculated by using mirror reflection of a sense with single camera and standard pixel matching algorithm, geometry and calibration of catadioptric system also explained in [3]. Systematic study of the imaging geometry of planar catadioptric stereo vision sensors presented and multiple view geometry for the state of static and moving cameras proposed in [4]. Image rectification technique was applied to map the epipolar lines in the original image into the horizontally aligned lines in the rectified image and computed
the rotation angles of the single camera corresponding to the planar mirror [5].Gaussian noise is added to the image corners of the chessboard to verify the performance of the established stereo system from single camera and two planar mirror[6]. In this paper binocular vision hardware module has been implemented using one camera and two planar mirrors to imitate human vision. The proposed vision algorithm has been implemented and tested with real stereo images to illustrate its performance, and a comparison with traditional stereo cameras will be introduced.

## 2. System Design

The first step in hardware design of a catadioptric system is choosing the type and number of mirrors used. Since the aim of the work is to decrease the complexity of the system, while maintaining low cost and high speed in execution time, this design uses inexpensive multiple planar mirrors with dimensions $(20 \mathrm{~cm} \times 10 \mathrm{~cm})$ facing the camera at distance ( $\mathrm{d} 1=20$ $\mathrm{cm})$ from left mirror and ( $\mathrm{d} 2=10 \mathrm{~cm}$ ) from right mirror as shown in Figure (1), the position of object $P$ is 1 m from camera.


Figure (1): Stereo image formation with a single camera and two planar mirrors.

Selection the angle between mirrors has an impact on the field of view (FOV) and the accuracy of disparity map. Small angle making object observed only in one mirror and this don't providing two views, while large angle appear part of object and this not suitable in matching, so the practical acceptable angle between mirrors is $\left(175^{\circ}>\alpha>155^{\circ}\right)$ and the optimal angle in this system is $165^{\circ}$ as shown in Figure (2).


Figure (2): Different angles between mirrors

By mirror reflections of the scene, the reflected object from two planar mirrors and apparent by single camera is equivalent to two corresponding virtual cameras where the orientation and the focal length of these two virtual cameras is the same as the real camera. The relation between real camera and virtual cameras can be expressed by:

$$
\begin{align*}
& \mathrm{v}=\mathrm{D}^{(1) \mathrm{C}}  \tag{1}\\
& \mathrm{v}^{\mathrm{V}}=\mathrm{D}^{(2)}  \tag{2}\\
& \text { where } \mathrm{D}^{(1)}=\left[\begin{array}{lc}
\mathrm{I}-2 \mathrm{~d}_{1} \mathrm{n}_{1}{ }^{\mathrm{T}} & 2 \mathrm{~d}_{1} \mathrm{n}_{1} \\
0^{\mathrm{T}} & 1
\end{array}\right]  \tag{3}\\
& \mathrm{D}^{(2)}=\left[\begin{array}{cc}
\mathrm{I}-2 \mathrm{~d}_{2} \mathrm{n}_{2}{ }^{\text {P }} & 2 \mathrm{~d}_{2} \mathrm{n}_{2} \\
0^{\mathrm{T}} & 1
\end{array}\right]  \tag{4}\\
& \text {. }
\end{align*}
$$

Where $\left(\mathrm{D}^{(1)}, \mathrm{D}^{(2)}\right)$ are reflection transformation of two mirrors respectively, $\left(\mathrm{n}_{2}, \mathrm{n}_{2}\right)$ are the normal vectors of the two mirror planes, $\left(\mathrm{d}_{1}, \mathrm{~d}_{2}\right)$ the distance from the real camera to the mirror planes.

The software design of proposed system as shown in Figure (3) consist of applying two stages. The first stage is the initial preparing stage, it used as initial process of capturing the image to compute intrinsic and extrinsic parameters of virtual cameras. While the second stage is running the catadioptric system, implementing when capturing each image, including rectification images to simplified matching process, computing disparity map by using Sobel Adaptive Block Matching Algorithm (SABMA) and finally by the triangulation the application is achieve.


Figure (3): Block diagram of catadioptric stereo system.

## 3 Initial Preparation Stage

This stage is applying two processes before implementing image rectification, the first process is extract intrinsic camera parameters by camera calibration process and the second process is extract extrinsic parameters by planar motion depending on model of camera used. This stage was applied only one time at beginning capture the first image for display disparity map.

### 3.1 INTRINSIC CAMERA PARAMETERS

It is a necessary process in 3D computer vision in order to determine the relationship between the 3D position of a point in the world and the 2D pixel coordinates of its image in the camera which described in perspective transformation matrix. Using the camera calibration Toolbox[8] obtained the intrinsic parameters that define the perspective transformation from 3D object coordinates in the camera world coordinate system to the 2D camera image coordinate system as:

$$
K=\left[\begin{array}{ccc}
f_{x} & s & u_{0}  \tag{5}\\
0 & f_{y} & v_{0} \\
0 & 0 & 1
\end{array}\right]
$$

Where $f_{x}, f_{v}$ (pixels) denote the focal length of the camera along the $x$ and $y$ directions, $s$ is a skew factor, ( $u_{0}, v_{0}$ ) (pixels) are the principal point coordinates.

In this paper used 9 images of planar pattern taken from different orientations, this chess board pattern consist of $7 \times 5$ squares each of which has the size of $30 \times 30$ millimeters. The result of ATLAB intrinsic parameters for the camera is shown in Table (1).

| Real Camera |  |  |
| :---: | :---: | :---: |
| Focal length | Horizontal | $\boldsymbol{\alpha}=850.300$ (pixel) |
|  | Vertical | $\boldsymbol{\beta}=821.537$ (pixel) |
| Principal <br> Point | Horizontal | $\boldsymbol{u}_{0}=634.23$ (pixel) |
|  | Vertical | $\boldsymbol{v}_{0}=453.44$ (pixel) |
| Skew | $\boldsymbol{s}=0.0000$ ( angle of pixel axes $=90$ degrees) |  |
| Distortion | $\mathbf{k c}=\left[\begin{array}{llll}-0.0000 & 0.0105 & 0.0072 \quad 0.0329 & 0.0000\end{array}\right]$ |  |

Table (1):Camera intrinsic parameters

### 3.2 THE EXTRINSIC PARAMETERS OF VIRTUAL CAMERAS

The results obtained from implementing the first previous stage changing the system to new virtual form consist of two cameras instead of single camera and two planar mirrors. This stage will deal with this new virtual system constantly.

Extrinsic parameters $[R \mid t\rceil$ define the transformation from the 3D object world coordinate system to the 3D camera world coordinate system by a rotation matrix R and a translation vector t :

$$
[R \mid t]=\left[\begin{array}{llll}
r_{11} & r_{12} & r_{13} & t_{1}  \tag{6}\\
r_{21} & r_{22} & r_{23} & t_{2} \\
r_{31} & r_{32} & r_{33} & t_{3}
\end{array}\right]
$$

The relationship between two virtual cameras defined by epipolar geometry which encoded by the fundamental matrix $(3 \times 3)$ from planar motion, as shown in Figure (4), for uncalibrated camera and the essential matrix $(3 \times 3)$ for calibrated camera.


Figure (4) planar motion limitation
These two planes intersection at screw axis $S$ which is remain stationary if mirrors are rotating and had been identical in two mirrors(m), as indicated in Figure (5), due to all epipolar lines have to intersect on $m$, so the virtual cameras are related by a pure rotation about $S$ axis and this limited the motion between virtual camera to lie in the plane perpendicular to S . This limitation reducing the DOF of fundamental ma-
trix from 7 in traditional stereo cameras to 6 in catadioptric systems because additional limitation arises from planar motion is the determinate of symmetric part of fundamental matrix is zero.


Figure (5) The epipolar geometry associated with planar motion

To calculate fundamental matrix from planar motion first needing to estimate initial fundamental matrix, equation (7), by normalized eight point algorithm[9]. By selecting 20 corresponding points in 3D world from left image and right image as in Figure (6) to obtain the homogenous coordinates for these points that used in algorithm to estimate initial fundamental matrix displayed in table (2).


Figure (6) Selecting corresponding points in two images

| Points <br> image | from | left | Points <br> image | from right |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{X}$ | $\mathbf{Y}$ | $\mathbf{Z}$ | $\mathbf{X}$ | $\mathbf{Y}$ | $\mathbf{Z}$ |  |
| 53 | 86 | 1 | 28 | 110 | 1 |  |
| 102 | 113 | 1 | 66 | 128 | 1 |  |
| 156 | 122 | 1 | 113 | 131 | 1 |  |
| 260 | 105 | 1 | 230 | 93 | 1 |  |
| 80 | 186 | 1 | 9 | 195 | 1 |  |
| 99 | 200 | 1 | 23 | 208 | 1 |  |
| 221 | 204 | 1 | 138 | 210 | 1 |  |
| 264 | 194 | 1 | 199 | 201 | 1 |  |
| 143 | 270 | 1 | 47 | 274 | 1 |  |
| 122 | 293 | 1 | 27 | 293 | 1 |  |
| 204 | 284 | 1 | 110 | 297 | 1 |  |
| 144 | 312 | 1 | 46 | 315 | 1 |  |
| 238 | 301 | 1 | 153 | 321 | 1 |  |
| 165 | 331 | 1 | 66 | 337 | 1 |  |
| 223 | 323 | 1 | 131 | 340 | 1 |  |
| 187 | 347 | 1 | 86 | 359 | 1 |  |
| 204 | 364 | 1 | 108 | 381 | 1 |  |
| 124 | 406 | 1 | 22 | 397 | 1 |  |
| 222 | 379 | 1 | 127 | 406 | 1 |  |
| 204 | 393 | 1 | 148 | 428 | 1 |  |

Table (2) Corresponding points in two images
Every 20 corresponding points in left and right images give one linear equation in the unknown entries of $f$ then write unknown parameters of fundamental matrix $f$ into vector and the rest into matrix of equations:


The left epipole $\mathrm{e}_{\text {obtained }}$ from the third column of V corresponding to the null singular value of $\mathrm{F}_{\text {inirial }}$ while right epipole $\mathrm{e}^{\text {f }}$ from the third column of $U$ corresponding to the null singular value of $\mathrm{F}_{\text {initial }}$.
$\begin{aligned} & \mathrm{F}_{\text {initial }} . \\ & \mathrm{F}_{\text {initial }}\end{aligned}=\mathrm{UDV}^{\mathrm{T}}$
$\mathrm{e}=\left[\begin{array}{lrr}-0.9652 & -0.2616 & -0.0008\end{array}\right]$
$\mathrm{e}^{\wedge}=\left[\begin{array}{lll}-0.9993 & 0.0378 & 0.0006\end{array}\right]$
From positive and negative
$\left(\mathrm{n}_{1}, \mathrm{n}_{2}\right)$ of symmetric part of $\mathrm{F}_{\text {initial, }} \mathrm{m}$ was calculated as ${ }^{[7]}$ :
Where $\mathrm{F}_{\mathrm{s}}=\left(\mathrm{F}+\mathrm{F}^{\mathrm{T}}\right) / 2$

$$
\begin{align*}
\mathrm{F}_{\mathrm{s}}= & {\left[\begin{array}{ccc}
0.0000 & -0.0000 & 0.0015 \\
-0.0000 & 0.0000 & 0.0016 \\
0.0015 & 0.0016 & -0.7946
\end{array}\right] } \\
m= & \sqrt{\lambda_{1}} \mathrm{n}_{1}+\sqrt{-\lambda_{2}} \mathrm{n}_{2}  \tag{13}\\
& \text { if } \quad \lambda_{1}>0
\end{align*}
$$

or
$\begin{aligned} & m= \sqrt{\lambda_{1}} \mathrm{n}_{1}-\sqrt{-\lambda_{2}} \mathrm{n}_{2} \\ & \text { if } \lambda_{1}<0 \\ & m= {\left[\begin{array}{lll}0.0039 & -0.0002 & -0.8914\end{array}\right] }\end{aligned}$
From e, $e^{\prime}, m$, fundamental matrix from planar motion had been calculated.
$\mathrm{F}=\left[\mathrm{e}^{\prime}\right]_{\mathrm{x}}[\mathrm{m}]_{\mathrm{x}}[\mathrm{e}]_{\mathrm{x}}$
(15)

$$
F=\left[\begin{array}{rrr}
0.0000 & -0.0000 & -0.0000 \\
-0.0000 & 0.0000 & 0.0042 \\
0.0010 & -0.0030 & -0.2655]
\end{array}\right.
$$

Multiplying each point in left image by the calculated F, obtaining the corresponding epipolar line in right image as indicated in Figure (7)to facility matching process.


Figure (7) Epipolar lines
Extrinsic parameters of virtual cameras can be derived from the essential matrix when intrinsic parameters $K$ are known, (equation 5), and identical for two virtual cameras as: $\mathrm{E}=\mathrm{K}^{\sim 1} \mathrm{~F} \mathrm{~K}$

$$
\mathrm{E}=\left[\begin{array}{lll}
0.0000 & 0.0000 & 0.0000
\end{array}\right.
$$

| 0.0000 | 0.0000 | 3.4505 |
| :---: | :---: | :---: |
| 0.8503 | -2.4646 | $0.9129]$ |

If assuming the first virtual camera matrix is $\mathrm{P}=\left[\begin{array}{ll}\mathrm{I} & 0\end{array}\right]$, the second virtual camera matrix, $\mathrm{P}^{\prime}=[\mathrm{R} \mid \mathrm{t}]$, can be computed from decomposition of $E$ into the product $S R$ of a skew symmetric matrix and a rotation matrix as[4] :
$\mathrm{E}=\lceil\mathrm{t}\rceil_{\mathrm{x}} \mathrm{R}=\mathrm{SR}$
$[\mathrm{t}]_{\mathrm{x}}$ is asymmetric matrix defined as:
$\mathrm{T} \times \mathrm{R}=[\mathrm{t}]_{\mathrm{x}} \mathrm{R}$ and $\times$ denotes the cross product
By using SVD: $S=U^{2} U^{T} \quad R=U W V^{T}$ or $U W^{I} V^{T}$
where

$$
W=\left[\begin{array}{ccc}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right] \quad, \quad Z=\left[\begin{array}{ccc}
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]
$$

The result of extrinsic parameters for virtual cameras see in table (3) which indicate the rotation matrix and translation vector of right virtual camera with respect to left virtual camera. It denote that the right virtual camera is about 844.17 to the right, 37.48 above, and 298.32 behind of the left virtual camera.

Table (3): The result of virtual cameras extrinsic parameters.


## 5. Image Rectification

The rectification process applying the warping each image plane to ensure that the corresponding epipolar lines become parallel to the image axes and lie on the same scanline depending on parameters obtained from previous section. The important advantage of rectification is to reduce a 2 D search problem to a 1D search problem as shown in Figure (8).


Figure (8): The rectification process.
Rectification process needed to produced two new Perspective Projection Matrices (PPMs) for two virtual cameras from rotating the old ones around their optical centers until focal planes become coplanar. The matrix R , which gives the virtual camera's pose, is the same for both new PPMs. It will be specified by means of its row vectors:
$R=\left[\begin{array}{l}r_{1}{ }^{\mathrm{T}} \\ \mathrm{r}_{2} \mathrm{~T} \\ \mathrm{r}_{3}^{\mathrm{T}}\end{array}\right]$

By applying Fusiello's algorithm [10] [11]., the row vectors of R denoted to $\mathrm{X}, \mathrm{Y}$, and Z axes and can be calculated as :

1) The new $X$ axis is parallel to the baseline and denote the direction of the epipole, this ensures that epipolar lines will be parallel in the rectified:

$$
\begin{equation*}
r_{1}=\frac{t}{\|t\|} \tag{19}
\end{equation*}
$$

wheret translation between two virtual cameras.
2) The new $Y$ axis is orthogonal to $X$ and obtained as the cross product of $t$ and the original
left optical axis $[0,0,1]^{\mathrm{T}}$ followed by a normalization to unit length:
$r_{2}=\frac{1}{\sqrt{t_{x^{2}}+t_{y^{2}}}}\left[-t_{y}^{2}, t_{x}^{2}, o\right]^{T}$
3) The new $Z$ axis orthogonal to $X Y$ : $r_{3}=r_{1} \times r_{2}$.
(21)

The rectification on real right and left images shown in Figure (9).


Figure (9) Rectification of real images.

## 6. DISPARITY MAP

The catadioptric systems provide two images to the same scene at the same time with few differences between them shifting one image over top of the other image within a specific search range called disparity range to find corresponding points, the amount of shifting between two corresponding points called "disparity" which is depend on object distance. The set of disparities of all points called "disparity map" [12].

The key step to obtain accurate depth information is by finding a detailed and accurate disparity map. To minimize computations, most real time systems use image brightness as a measure of similarity. The higher disparity of object pixel means that the object is closer to the camera and appears brighter in disparity map, while the less disparity means the object is far from the camera and appears darker [13].

The standard catadioptric stereo system based on pixel-by-pixel (full search) with matching cost function Sum-ofAbsolute Difference (SAD), equation (22), which is one of the simplest of similarity measures, keeping the data size small and fast in implementation [7].
$\operatorname{SAD}(\mathrm{x}, \mathrm{y})=\sum_{\mathrm{j}=0}^{\mathrm{n}} \sum_{\mathrm{i}=0}^{\mathrm{m}} \mid \mathrm{I}_{\mathrm{L}}(\mathrm{x}+\mathrm{i}, \mathrm{y}+\mathrm{j})-\mathrm{I}_{\mathrm{R}}(\mathrm{x}+$ $i, y+j+d)$
(22)
where $I_{T,}, I_{R}$ are the intensity of pixel in left and right images respectively, $\mathrm{m} \times \mathrm{n}$ is the window size, d is the disparity value. The block matching algorithm SMA will implemented by MATLAB.

To reduce the error and speed up the calculations of the disparity map in catadioptric stereo this paper proposed adaptive window with edge filter detection (Sobel filter) to discriminate the borders of the objects in the scene in order to calculate the true disparity value for each object, so this method gives a great reduction in execution time.

## 7. ImpLEmentation and Experimental Results

The stereo vision hardware used in this paper, is implemented using two planar mirrors and single camera, connected to PC (P4, core i3, 2.10 GHz processor and 4GB RAM) with USB (Universal Serial Bus) cable.

After computing the fundamental matrix and extract $R$ matrix and $t$ vector, applying these parameters in rectification transform using the method described previously in section (5), this transform is used to warp each incoming image at run time then applying the proposed algorithm of adaptive block matching with [9x9] as large window size and [3x3] as sub window size to produce disparity map as shown in Figure (11)


Figure (10): Disparity map for real images

The standard matching algorithm (SMA) and Sobel Adaptive Block Matching (SABMA) implemented by MATLAB for different block size is shown in Figure (11).

(A) SMA

(B) SABMA

Figure (11): Disparity map by different algorithms
A reduction in execution time of SABMA as compared with SMA shown in Table (4) and Figure (12), this reduction because the searching by Block-by-Block is speed up as compared at searching by Pixel-by-Pixel.

Table (4): The execution time comparison of image pair between (SMA) and (SABMA).

| Large <br> block <br> size | Execution <br> time (Sec.) <br> of SMA | Execution <br> time (Sec.) of <br> SABMA | Execution time <br> Percentage of <br> SABMA with <br> respect to SMA |
| :--- | :--- | :--- | :--- |
| $[9 \times 9]$ | 18.18 | 0.24 | $1.320 \%$ |
| $[15 \times 15]$ | 36.87 | 0.20 | $0.54 \%$ |
| $[21 \times 21]$ | 60.03 | 0.18 | $0.29 \%$ |
| $[27 \times 27]$ | 87.74 | 0.17 | $0.19 \%$ |



Figure (12): The execution time comparison of image pair between (SMA) and (SABMA).

## 8. Conclusions

The main important points that are concluded from this work are:
The minimization of the angles between mirrors $(a)$ decrease the field of view, so the object is not observed in two mirrors because the relationship between shared field of view of two virtual cameras and angle between mirrors, where shared field of view = $2 \alpha$.
The device used to capture stereo images is also significant as the matching algorithm therefore we need to elaborate the quality of image while maintaining low computational cost.
Sobel filter is used to decrease the execution time because knowing the border of object is enough to recognize it without need to object's details but the value of threshold associated with error and accuracy of the disparity map, when using high value (Threshold>30), the time needing for execution decrease noticeably but more error also occur because more edges removed may be belong to other object and this caused not dividing the block matching, also when using low value (Threshold<10), the time needing for execution increase and the disparity map appear noisy because multi matching process.
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